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# abstract

This tutorial serves as a new modelling approach that aims to broaden the options and increase the success probabilities of the snake game. This is achieved through the optimization of path finding algorithms, which minimize processing time while maximizing success probability. Furthermore, a regression analysis is included to determine convexity as well as the validity of the relationship between the variables.

# introduction

There are many convex problems that exist within the topic of machine learning. It is an area that is consistently optimizable, as new ideas and concepts drive it to be increasingly complex. For this project, the objective is to optimize an existing problem in machine learning, specifically one that exists within functional algorithms in the common snake game. The algorithms that exist within this game make it so that game play relies on predictions, historical data, or skill rather than optimization. Randomized movements of this kind can be costly, even if risks are calculated. This is an inadequate solution to the problem, which is what prompted an optimization solution.

         Snake is a game that is simple in theory but can be complex in nature. It requires the user to continuously eat apples while avoiding running into a wall or the snake’s own body, which increases proportionally with the number of consumed apples. The point of the game is to get the highest possible score without dying. This problem can be optimized, though not necessarily in a convex manner. To turn this into a convex problem, variables for regression analysis can be added. To formulate this, it is necessary to break down the component algorithms for analyzation, which upon solving should result in a higher success rate in game play.

The problem that was created to help solve this problem is not truly convex in nature. The minimization of time is in fact a convex problem, however the constraints used to get there are not convex. The maximization of success rate constraint is the main area that lack convexity. To make up for this, or rather to add to the convexity of the problem, a regression analysis helps to examine the relationship between the variables listed in the problem below. The problem’s main variable in length, being that the result of the problem or algorithm changes almost proportionally with a change in length, making this a linear problem.

The problem itself is detailed below:

Minimize processing time:

Subject to the probability of success:

where L is the length of the input argument (the length of the snake in this case), s is the arbitrarily-chosen minimum desired accuracy of the model, xk is the execution variable which tells the program which algorithm to run and relates the success probability to the processing time, is the probability of success of the algorithm for a given length, and is the computational time of the algorithm for a given length.

Through analysis of this problem and application of the algorithms detailed below, a workable solution to the convex problem can be realized.

# results

1. *Algorithms and Testing*

Pathfinding algorithms are mathematical models which are computationally generated using methods derived from graph theory. In short, a pathfinding algorithm finds the shortest path between two nodes on a graph. For this project, three different algorithms were used for our assessment: the A\* algorithm, the Breadth First Search algorithm, and Dijkstra’s algorithm. These three algorithms all do the same thing (finding the shortest path from one node to another) but calculate their respective paths in different ways. These pathfinding algorithms were adapted to Python code and used to compute three different searching protocols for our game.

After the construction of the game “snake” using the Pygames’ library for Python, three protocols were created. All three protocols followed the same structure and the only distinguishing feature between them was what pathfinding algorithm they used to complete their computations. The protocols began by having the snake locate the shortest path between its head and the objective. If a viable path could not be found between those two points, the snake would then calculate the shortest path between its head and its tail. Regardless of which of these functions that were called, the snake does these calculations for every frame. If the snake can find no viable path between its head and either the objective or its tail, the snake assesses that it must restart with a new run.

It’s important to note that the implementation of these algorithms was not ideal if the sole purpose of the models were to construct the maximum performing algorithm. This is because the purpose of the project is to explore practical functions of convex optimization theory, not to make a program that won the snake game. There are other, easier methods of playing snake that guarantees the survival of the snake until the game ends by pre-programing a list of specific directions the snake must follow. Instead, each of these protocols were constructed in a way in which they had flaws which would provide more interesting data to train the model on. It’s important to note that the processing time of the algorithm was only calculated when the algorithm was making a calculation and not when the remaining code was running to ensure the primary convex optimization problem had reliable data.

When these protocols were fully implemented and the data from inside the game could be transmitted to an external .csv file, each protocol ran 1,000 times to collect data averages used to construct the regression equations. This was done by running 200 attempts at the snake game on 5 different sized boards. The variation in board size shifted the averages of the model higher so that the model is more applicable for a variety of snake game board sizes. By recording the length, processing time, board size, and currently used protocol, an accurate estimation for the probability of success and computing time could be calculated. Over 1,000,000 calculations were computed to generate over 100,000 data points which were input into the linear regression models.

1. *Regression and Further Results*

A linear regression was performed to construct the line-of-best-fit for each algorithm. The resulting equations for each regression are shown below.

Processing Time Equations (seconds):

A\*:

BFS:

Dijkstra:

Project Accuracy Equations:

A\*:

BFS:

Dijkstra:

L in the above equations stands for the length of the input argument, the length of the snake is the only input variable in the convex optimization and is used to select which of the 3 algorithms will be used.

With the regression models calculated, implementing them into the game is as simple as setting up a few if-else statements and self-referencing a few variables. The game first checks to see if achieving the arbitrarily picked minimum accuracy requirement is possible. If it is, the program will choose the fastest model which satisfies the accuracy requirement. If none of the algorithms have a sufficient accuracy score, then the code will, instead of returning a failure signal, just choose the model with the highest accuracy score and run it. If a combination of algorithms satisfies the accuracy score and minimizes the execution time, then the algorithm will randomly pick between algorithms based on the weight of the execution variable (due to the nature of how miniscule these numbers are, this very rarely occurs). With the resulting algorithm selected, the game sends a signal to run the selected algorithm.

While optimizing a vintage arcade game for processing time might not seem very important in itself, the importance of the model comes from the fact that it is very versatile and generalized. Many models for playing the snake game rely on the game being played on the same sized board and would stop working if the size of the board was not what it was trained on. Regardless of the size of the board, the snake will still be able to path find and find the minimum processing time while maintaining a high accuracy using this model.

# Conclusions

Given the constraints of the project, a workable solution was created for the problem at hand. To minimize time while maximizing score, there are many things to consider. With this being said, the general algorithmic solution to this problem would be the A\* algorithm. This algorithm proved to be the “one-size-fits-all” and works in many instances. The BFS algorithm also worked well during testing, especially for very short and very long snakes. However, an algorithm tailored to longer snakes is not always the best bet, especially when first experimenting with game play. The Dijkstra algorithm did not seem to perform as well as either of the others given the constraints, so is not a proposed solution. The A\* algorithm had the overall shortest processing time, which again provides a workable solution to the convex part of the problem. It is important to note that these algorithms are not perfect, and could be optimized even further to fit this, or an even more complex problem. This could provide the basis for future development for machine learning equations of this type.

# current problems/future development

In terms of current problems that still exist within this subject area, one of the most notable is that the algorithms lack real time adaptation. Though they run correctly, like mentioned before, one of them is better suited for bigger snakes, while another simply runs well for the problem. Perhaps if an algorithm was created that combined these two so that it could learn and adapt to process well as the snake gets larger as well, a better solution could be created.

Future development of this model would also include adding more input variables such as the size of the map and using other regression models such as quadratic regression. Improvements could be made to the various protocols to account for more specific situations the snake might find itself in such as what to do when the snake can’t path find to either its tail or the objective. Additionally, increased complexity could be added to the game by introducing obstacles to the board which the snake also must avoid in addition to its body and the walls.

Building off the components listed in this report and adding some of the ones listed here for future development would likely yield a near optimal solution to this convex problem; or at least one that is maximally optimized.
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